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EXECUTIVE SUMMARY 

 
The Regional Storage Coordination Centre (STO-CC) is one of the products of the large-scale storage solution 
for the transmission network within the CROSSBOW project. The STO-CC aims to advance the optimal 
coordination of centralised storage units at a national and regional level for improvement of the stability of 
the system. This deliverable corresponds to task T6.2 of CROSSBOW DoW and defines the internal 
architecture of STO-CC, outlining the implementation details required for successful development and testing 
phase. The STO-CC consists of various interfaces, linking the STO-CC with the storage assets, with other 
CROSSBOW products as well as other data sources. This document outlines the STO-CC internal architecture 
and details the status of its implementation as of M22. This document will be followed by D6.3 due in M31, 
where the final implementation of STO-CC will be described. 
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1 Introduction  

This is a companion deliverable to the actual demonstrator deliverable linked to task T6.2 of CROSSBOW 
DoW.  

The Regional Storage Coordination Centre (STO-CC) is one of the products of the large-scale storage solution 
for the transmission network within the CROSSBOW project. Its main objective is to efficiently incorporate 
intermittent RES generation, addressing system stabilities issues, as well as improving the reliability of the 
European networks. The STO-CC aims to advance the optimal coordination of centralised storage units at a 
national and regional level for improvement of the stability of the system. Also, it enables the provision of 
multiples services, such as improving penetration of RES, the cross-border power transfer, frequency and 
voltage regulation.  

This deliverable defines the internal architecture of STO-CC and outlines the implementation details for the 
development and testing phase and identifies the responsible partners. 

The STO-CC consists of communication interfaces with the assets, for monitoring and controlling the storage 
installations that belong to the STO-CC, interfacing with other Regional Control Centres, the core STO-CC 
application managing the data flows and the control signals and applications for the business and market 
actors in order to have access and interact with the STO-CC. 

This document provides a more detailed description of the STO-CC internal architecture, as well as its 
implementation in the current development phase in M22. This document will be followed by D6.3 due to 
M31, which will describe the final implementation of STO-CC. 

1.1 Purpose of the document 

The purpose of this document is to outline the STO-CC modules and illustrate current development status. 

1.2 Scope of the document 

This document accompanies and documents the code and infrastructure developments related to STO-CC as 
of M22. 

1.3 Structure of the document 

Chapter 2 describes the STO-CC internal architecture overall as well as its modules and STO-CC interfaces to 
other CROSSBOW solutions, while Chapter 3 describes the current status of the implementation of the 
modules. 
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2 STO-CC Internal Architecture 

2.1 Introduction 

In CROSSBOW WP3 deliverables, a SGAM definition of the use cases was provided, describing the necessary 
steps towards their implementation and the interactions among the different components (pieces of soft-
ware, devices, external tools, etc.) that compose the CROSSBOW solution. These interactions were defined 
in different layers: component (physical/logical connectivity), communication (communication protocols) 
and information (data models and information objects). This is an example of such diagrams: 
 

 

Figure 1 Example of SGAM diagram including STO-CC 

 
These SGAM diagrams do not describe the internal architecture and composition of the individual products 
or pieces of software. This chapter defines the internal modules of STO-CC and makes a step towards imple-
mentation from the SGAM [1] model. It describes what the modules of STO-CC do while the subsequent 
chapter 3 takes care of describing how it is being done as of M22 (the date of the document delivery). 
 
Figure 2 shows an overview of these internal modules, which are to be described in the following chapters. 
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Figure 2: STO-CC internal architecture 

 
As can be seen in the previous schematic diagram, STO-CC product is composed by the following main units 
or modules: Real Time Monitor, Command Dispatcher and Optimization Module.  
These applications communicate directly with the Storage Data Base (long and short term), which is in turn 
directly connected to the User Interface.  
All the independent units are communicating among them through a common Internal Communication pro-
tocol, implemented. In addition, specific modules (protocol adapters and connectors) have been identified 
and created for the adaptation to determined assets or to other CROSSBOW products. Finally, as the STO-CC 
algorithms require knowledge of an up-to-date grid model, a provision to keep the model up to date is en-
sured through the network model adapter. 
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2.2 Core applications  

In principle, the main STO-CC internal organization is organized like a SCADA-like event-driven application. It 
includes several internal and external interfaces, most linked to a common internal message passing bus that 
implements a strict and clearly defined protocol, and a short-term database holding the current system state 
along with a long-term database tasked with storing the historical data gathered and derived by the 
application. 

One should note that the STO-CC modules depicted in the figure above do not utilize the message passing 
bus for all communication exclusively. The tightly knit communication of several modules is implemented 
elsewhere. The web-based graphical user interface, for instance, communicates directly with short-term 
database as this is deemed more efficient and cleaner to implement. Similarly, to lessen the burden of 
communication as the use case is different, the optimization module communicates with long and short-term 
databases directly. In practice, these STO-CC modules actually touch the message data bus but only indirectly 
– via short-term database and command dispatcher. 

External communication is handled via the message passing bus. The STO-CC can connect downstream to 
different storage assets using an appropriate communication protocol for each asset. Different protocol 
adapters to adapt these to the STO-CC internal communication protocol are going to be implemented and 
will speak the storage asset protocol on one side, and the internal STO-CC protocol on the other. 

Similarly, the STO-CC also provides interfaces to communicate and exchange data with other CROSSBOW 
products – like the communication with storage assets. In particular, the STO-CC will adapt to the 
requirements of RES-CC and WAMAS. 

The STO-CC algorithms require the network data for its operation – and as the network configuration changes 
over time, the network model must be kept in sync with these changes. This effectively means the network 
data is a part of the current system state, and a provision must exist so that STO-CC can keep its internal grid 
model updated and synchronized. Manual synchronizing of the model is not usable in practice as TSOs have 
many systems running modelling the same network – it is a prerequisite for STO-CC to update the grid model 
automatically. For this reason, STO-CC also includes a network data adapter that consumes the changes in 
the network model and updates the internal STO-CC model accordingly. The grid change event is triggered 
by the source of truth for the grid data. The up-to-date network model source and the data exchange is local 
TSO implementation dependent and STO-CC adapts to that by reconfiguring the external-facing part of the 
network model adapter.  

2.2.1 Real time monitor  

The real time monitor functionality is somewhat analogous to the front-end processor functionality in typical 
SCADA application. Its principal role is to connect the short- and long-term databases with the internal 
message bus, and to properly dispatch the measurements and events retrieved from the internal message 
bus. The real time monitor is the principal component reacting to the messages appearing on the message 
bus and passing them to short-term database for further processing and/or to long-term database for 
storage. 

2.2.2 Command Dispatcher 

The Command Dispatcher module retrieves commands from the short-term database and makes sure they 
semantically match the data model used on the Message Queuing Telemetry Transport – MQTT [2] data bus. 
The result of an optimization algorithm might be an action to be performed by one of the storage systems 
connected at a specific point in time in the future, stored in the short-term database. The Command 
Dispatcher module interprets the result and pushes the corresponding commands on the data bus at the 
correct time in the future.  
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Certain actions to be performed by connected storage systems might also require multiple commands to be 
pushed on the data bus, which will also be realized in this module. Effectively, the command dispatcher then 
decomposes a joint action into multiple commands. For example, storage systems might need to be 
reconfigured to realize a specific action or commands might need to be repeated continuously as long as the 
corresponding action is still expected from the affected storage system.  

2.2.3 Storage: Short term DB and Long term DB 

The information gathered by STO-CC from external sources is stored in two different repositories based on 
its nature and subsequent use. 

A short-term data base maintains the current status of the system. In terms of SCADA applications, this is 
sometimes called a “process database” as it holds the current image of the process being modelled. However, 
the scope of STO-CC short-term database is wider than typically seen in SCADA systems: all the real-time 
measurements, alarms, asset status, and updated forecasts—among others—are stored in this repository, 
which is used to provide the system administrator with the most recent and up-to-date information of the 
elements managed. As the size of the information stored in this repository is reduced, updates are quickly 
propagated to those modules and actors that require them (via publish-subscribe services), and it generally 
supports rapid reaction mechanisms to detected problems and requests from external actors and systems. 

For historical measures and data that is foreseen to grow periodically and constantly over time, a long-term 
data base is set up. This repository is optimized to work with large amounts of data (mainly time series), and 
provides mechanisms for their management, integration, bad data detection, reparation, and consolidation. 
The information in this repository can easily be queried and retrieved in both textual and graphical form, and 
it is prepared to deal with large bulks of information without compromising the quantity of resources needed 
(disk space, memory, CPU, etc.). 

The division of duties between the two databases is obvious as the requirements are orthogonal – short-
term database needs to maintain an up to date system state and react quickly to its changes, while the long-
term database principal role is to store the system performance and support posterior analyses. 

 

2.2.4 Internal communication protocol 

The main technology used for communication with external sources is the MQTT. The protocol provides a 
light messaging mechanism based in the publish-subscribe pattern, where a set of clients communicate with 
a central server or “broker”, either to send or receive data they are subscribed to. Each message is identified 
with a string or “topic”, which subscribers can use to discern what messages they are interested in. In the 
case of STO-CC, the clients are internal components such as Real Time Monitor and Command Dispatcher, as 
well as external components facing external systems, such as storage asset adapter, VSP adapter or WAMAS 
adapter. 

The STO-CC internal message bus protocol specifies message payload validation according to message 
scheme. This ensures the message payload validity and proper interfacing between different modules is 
much easier to implement and debug. Beyond this, the Command Dispatcher modules is tasked with ensuring 
semantic validity of the messages being brokered.  

STO-CC presents a MQTT broker as the main front-end to receive data from external sources and internally 
redirect them to its internal modules. The typical process to integrate information from an external source is 
by means of developing a gateway that is able to extract data from the system, transform them to a common 
data model, and send them to STO-CC via MQTT. These common data models are shared by all clients and 
the central system, so information from different sources is homogeneous and easily managed by any 
consumer of the information. This approach also makes it easier to validate the data coming from different 
sources and detect anomalous values. A preliminary version of the message data model for data ingestion by 
STO-CC is provided below: 
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{ 

    "id": "VARTA_BATTERY_1", 

    "type": "Battery", 

    "refDeviceModel": "Crossbow-Battery", 

    "dateLastValueReported": "2019-08-05T10:27:07.651Z", 

    "measurements": { 

        "activePower": { 

            "quality": 1, 

            "value": 0.6288300156593323, 

            "timestamp": "2019-08-05T10:27:07.651Z" 

        }, 

        "reactivePower": { 

            "quality": 1, 

            "value": -0.09868499636650085, 

            "timestamp": "2019-08-05T10:27:07.651Z" 

        }, 

        ... 

    }, 

    "states": { 

        "status": { 

            "quality": 1, 

            "value": "connected", 

            "timestamp": "2019-08-05T10:27:07.651Z" 

        }, 

        "workingMode": { 

            "quality": 1, 

            "value": "1", 

            "timestamp": "2019-08-05T10:27:07.651Z" 

        }, 

  ... 

    }, 

    "alarms": { 

  ... 

 } 

} 
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2.3 Optimization module  

The proposed optimisation module for modelling STO-CC is depicted in Figure 2 below. The aim is to illustrate 
the key input data required for STO-CC implementation, and the outputs produced to determine the 
performance of STO-CC within the network. The input data include the information regarding the 
characteristic of the power system, the operational data and the status of the network. The data is utilised 
to conduct the optimisation of STO-CC to find the most suitable solution according to the high-level use case 
(HLUC) employed.  

The required input data is mainly divided into three streams of data, namely, power system data, power 
system operation and power system status. Their description is as follows.  

 

A. Power System Data 

A minimum set of data is required to model the national and regional power system employed during STO-
CC implementation. In particular, the Power Network data includes the network topology, voltage levels, 
conductor technology (size, resistance, and maximum conductor temperature), line ampacities (during 
normal and abnormal conditions) and transformers data among others. This network data, as described 
above, is retrieved from the external source of network data and kept in sync with that source. The 
optimization module then considers the current data known to STO-CC. 

The Storage Units data contains the start-up costs, pumping/generating capacity, flow rates, change in head 
related to power pumping/generating, efficiencies and the size of the reservoir. Further details can be found 
in D6.1 report, Section 3.4, referring to the requirements for the STO-CC algorithm. The RES Units data 
provides the RES location and the amount of energy produced. 

B. Power System Operation 

A complimentary data is additionally required to perform the optimisation of STO-CC. Namely, the network 
demand nationally and regionally, along with their desired level of network adequacy. The conventional (i.e. 
coal, oil, natural gas, nuclear, etc.) and RES generation profile at a national and regional level, and the market 
price for ancillary services such as voltage and frequency regulation. In addition, RES curtailment costs are 
necessary for STO-CC modelling.  

C. Power System Status 

The data regarding the status of the power system is also essential for determining the contribution of STO-
CC during a regional cross-over operation. In particular, since the network disturbances affecting the 
frequency or voltage of the system provides an insight into the performance of the grid. Then, the status of 
the storage system (i.e. state of charge and operational constraints) determines the operational regimen of 
STO-CC. The lines statuses indicate the available transmission capacities of the tie-lines for supporting the 
execution of STO-CC during network disturbances. 
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Figure 3: Optimisation module of STO-CC 

 

Once the complete stream of input data is obtained, the optimisation module processes the information to 
find the most suitable operational point for STO-CC to minimise the operating cost on the grid. It is 
significantly essential to mention that the minimisation of the operating cost does not consider the 
interaction with other products from CROSSBOW such as RES-CC and DMP-IP, neither the real operation of 
the system with the market. Indeed, STO-CC optimisation module takes into account the interaction of STO-
CC with the network only, to enhance the stability of the grid by providing frequency and voltage support, 
and increase the penetration of RES accounting for the loading of the lines (i.e. lines congestion) at a national 
and regional level. The objective function used for optimising STO-CC is described by Equation (1). 

 

( )Objective Function  min Operating Costs  =  

( )( )1 2 3 4 5_1 5_ 2 5_3 5_ 4 5_5 6 7 min ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )f t f t f t f t f t f t f t f t f t f t f tè ø+ + + + + + + + - +
ê ú   (1) 

Where,  
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( )  Revenue from Frequency Regulationf t =

 

 

The optimisation is an iterative process, which updates the power system operation and status data 
periodically. The functional point is set based on service required by the TSO. As an example, Figure 2 shows 
the potential services provided by STO-CC. The services rely on the HLUCs defined for WP6. 

 

Provision of Multiple Services

Penetration of 
RES

Cross-border 
Power Transfer

Frequency
Regulation

Voltage
Regulation

Storage Coordination Centre 
(STO-CC)

 

Figure 4: Potential services provided by STO-CC 

 
The set of output data depicted in Figure 2 refer to the possible outputs generated by the STO-CC algorithm 
and sent out for further utilisation. These outputs are for illustration purposes only since they do not 
represent the complete stream of outputs that will be collected during the real implementation of the model. 
Nevertheless, it still provides an insight into the variables that can be captured, that describe the 
performance of STO-CC and the different networks. For instance, the level of RES penetration nationally or 
regionally, will be determined. Also, the level of line utilization (i.e. line congestion) along with the state of 
charge of the battery will be computed. The type of service provided (illustrated in Figure 3) by STO-CC is 
additionally shown. The operating cost calculation relies on the provision of the stream of cost from TSOs. 
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2.4 User interface  

STO-CC GUI is a web-based application that presents in a graphical and easily queryable way all the 
information coming from the assets in the field and generated by the different modules of the tool. 

This information is retrieved in different ways depending on its source. For the short-term repository, an 
intermediate reactive platform between the data base and the client (i.e. web browser) is set up. This enables 
immediate display of events, as soon as they appear in short-term database, without the need to refresh the 
view. 

This layer is in charge of monitoring the changes in the data base and automatically pushing them to the user 
interface, so the most recent changes are always presented to the administrator of the system. The historical 
data in the long-term repository is queried on request of the client by using the appropriate plugins and 
technologies for textual and graphical representation. 

The main functionalities of the GUI are presented in the next subsections. 

2.4.1 Summary 

Upon authenticating into the application with the proper credentials, the first section shown is the summary. 
This section is broken down into four main parts: 

¶ A map showing the geolocated storage assets and a summary of their status. Detailed information 
on each asset can be accessed by clicking their icon. 

¶ On the right side there are KPIs providing global system information, such as:  

o Absolute and relative storage decomposition (hydro storage, batteries, VSP). 

o The current deviation of the energy in relation to the market value. 

o A summary of the overall storage assets by type and their current status. 

¶ On the bottom left there is a graph representing the evolution of real and forecasted production, 
energy storage, and energy eligible to be sold in the market. This is just a quick summary of the 
section of the tool dedicated to market information. 

¶ On the lower right corner there is a list of active events (system alarms, messages from external 
sources, etc.) to be attended by the system administrator. 
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Figure 5: STO-CC GUI ς Summary  

2.4.2 Portfolio 

The next section corresponds to storage assets. A quick summary of the elements managed by STO-CC, their 
main properties, and key status information is provided in tabular form: 

 

 
Figure 6: STO-CC GUI ς Portfolio 

 
When a storage asset is clicked, a detail page with all the corresponding information about this asset will 
appear. Taking a battery as an example, the information would include: 

¶ Status (connected/disconnected) 

¶ Working mode (manual/automatic) 

¶ State of charge (%) 

¶ Maximum cell temperature (°C) 

¶ Active Power (kW) 
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¶ Reactive Power (kvar) 

 

 
Figure 7: STO-CC GUI ς Portfolio (detail) 

 

At the bottom of this screen, the parameters (set points, control modes, start/stop, etc.) can be configured 
and sent to the corresponding battery. 

In a second tab in the section, historical data of the asset can be queried. Each metric is shown in a dedicated 
chart that can be represented by last hour, last day, or last month: 
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Figure 8: STO-CC GUI ς Portfolio (historical data) 

 

Analogous detail pages for other types of assets (VSP, hydro plants, etc.) are available in the tool. 

 

2.4.3 Set points 

A dedicated section in STO-CC presents a register of the actions, both current (active), future (scheduled) and 
past, performed to the assets in the system. The information is represented in tabular form with information 
including assets affected, period of application of the set point, metrics affected (active/reactive power), 
value applied (with upper and lower thresholds), the reason for application, and the deviation of the actual 
measured value with regards to the applied set point. 
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Figure 9: STO-CC GUI ς Set points 

 

In future iterations of the development of the tool, this section will be expanded with a detailed page for 
each set point application—including, when available, economic and market information, among others. 

 

2.4.4 Market intervention 

Finally, a dedicated section with information on integration with the market will be available, including 
forecast information, regulation prices, eligible energy for sale, etc. This section is currently under 
development, and will be presented—along with additional changes and improvements of the application—
in future WP6 deliverables. 

 

2.5 WAMAS interface  

Although the integration of STO-CC with WAMAS is not fully defined at this point of the development, some 
key points can be described about this interaction. 

STO-CC will present a dedicated WAMAS adapter module to manage all interaction with the external system. 
The relevant data coming from assets in the field managed by STO-CC will be sent to an internal 
communication bus. Different clients for specific functionalities (e.g. storage in data base, data analysis) will 
consume these data, as would do the WAMAS adapter. When new data is received, the adapter will 
transform them to the agreed data model and send them to WAMAS. The adapter will also receive messages 
from WAMAS (e.g. significant grid information, curtailment rules) and manage their integration into STO-CC 
for other modules to consume. 

At this point of development, it is envisioned that the WAMAS adapter will communicate with the rest of 
STO-CC via the internal message bus. On the WAMAS side, the detailed description of the interfaces and 
technologies of the interaction between STO-CC and WAMAS will be provided as part of D8.3: CROSSBOW 
Wide-Area Monitoring and Awareness System (WAMAS). 
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2.6 Storage Asset Adapters  

As indicated previously, there are two principal functions of the storage asset adapter, regardless of the 
actual storage asset type: 

- from STO-CC to the storage asset: to respond to commands on the internal STO-CC message bus and 
convert these commands into the actual commands understandable and executable by the asset, 
and 

- from the storage asset to STO-CC: to autonomously and continuously deliver updates from the asset 
itself on its state and post these to internal STO-CC message bus so that the STO-CC components can 
be properly informed on the asset state. 

 

2.6.1 .ŀƧƛƴŀ .ŀǑǘŀ Itt 

The pumped hydro storage systems normally employ an internal SCADA system to control and operate the 
power plant units and auxiliary equipment. This includes the connections and data exchange with the local 
TSO. This means in any meaningfully sized PSHPP there is a communication infrastructure set up and being 
used in the normal operational practice. It is not viable to create another, parallel communication system.  

The Bajina Bašta HPP is a large-scale pumped storage hydro power plant located in Serbia. As envisioned, 
STO-CC adapter for it should take advantage of the existing communication and control infrastructure, and 
convert the commands from the internal STO-CC bus to a standard communication protocol understood by 
the HPP controller. Analogously, the Bajina Bašta HPP adapter should be connected to the Bajina Bašta 
SCADA system and send the relevant data upstream to STO-CC. 

However, the existing SCADA and communication systems are typically legacy systems with direct 
communication restricted to the minimum necessary interfaces, e.g. with the TSO to receive the relevant 
signals from the TSO dispatch center. 

The STO-CC adapter is envisioned as linked to the asset’s local SCADA, via a standardized protocol such as IEC 
60870-5-104 [3]. The STO-CC adapter is then able to issue direct commands for the local SCADA system to 
execute.  

However, this setup is inappropriate at this point in time of STO-CC developments. There are several 
technological, financial and even legal obstacles to such setup. This would amount to developing and testing 
the STO-CC on a live power system, which is not in accordance, for instance, with grid codes and ENTSO-E [4] 
rules. For these reasons, the communication with Bajina Bašta will be implemented via EMS, the Serbian TSO, 
and the protocol utilized will be based on the Inter-Control Center Communications Protocol (ICCP or IEC 
60870-6/TASE.2 [5]). This protocol is already utilized to exchange the data on key assets among the TSOs, 
including the operating points of key hydro power plants. The STO-CC will then actually communicate with 
EMS and not with the Bajina Bašta HPP directly.  

Further details on the indirect implementation are detailed in Chapter 3. This indirect configuration however 
does not change the principal design of a storage asset adapter at all: it converts the commands issued by 
the command dispatcher and posted to the internal bus to TASE.2 (ICCP) protocol understood by the asset. 
The adapter requires a configuration/integration effort to correctly map the signals in the power plant to the 
ones required by STO-CC. 
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2.6.2 VARTA Batteries adapter 

The case of VARTA batteries adapter is analogous to the Bajina Bašta HPP adapter: the adapter communicates 
with the battery on one side and with STO-CC on the other side. It is converting the measurements retrieved 
from the battery to messages passed on to the rest of STO-CC, and it also retrieves commands from the 
internal data bus and converts these commands to set point setting commands that the battery management 
system understands. Both sides of the protocol are based on MQTT, however the interpretation of payload 
is different in STO-CC and in VARTA’s proprietary MQTT-based interface to the batteries, so some conversion 
would be necessary. 

 

2.6.3 VSP adapter 

 

 
Figure 10 ς VSP as an asset of STO-CC 

 

The VSP is another CROSSBOW product STO-CC communicates with. By using the distributed control, 
arbitrary types of storage technologies (e.g. small-scale batteries and large-scale PHS) can be incorporated in 
VSP. In CROSSBOW, VSP focuses on the coordination of small-scale storage units and an aggregation of small-
scale storage units in VSP can be regarded as a large storage asset to be controlled by STO-CC. From the 
viewpoint of STO-CC, the VSP is seen as another storage unit. 

The VSP is designed so that it can receive a command to set an operating point, similarly to an integral larger-
sized storage unit. The STO-CC communicates with the aggregator of VSP and sends commands to it thus 
controlling the operating modes of VSP. At this point in time, as neither STO-CC nor VSP are completed 
products, this interface only exists in a conceptual form – however, in functional terms seen from STO-CC 
standpoint, it defines the same functionalities as the other storage adapters. 
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3 STO-CC Development Implementation  

This chapter gives the implementation details, as of August 2019, along with the steps taken to ensure 
development viability. The STO-CC is developed in a distributed fashion by different partners. The STO-CC is 
furthermore supposed to interact with actual system assets at TSO level, and this represents a challenging 
task for the development. 

3.1 TASE.2 communication with HPP  

As described in chapter 2.6.1 above, the communication with Bajina Bašta HPP will be implemented, in the 
development phase, relying on the ICCP communication protocol. 

For a number of reasons this is not possible to implement directly with the Bajina Bašta HPP – so the decision 
was taken to implement the communication with the EMS, Serbian TSO and retrieve the required data from 
there. The Serbian TSO would relay the data to the HPP.  

However, no partners of the development team in WP6 have a direct established communication path to the 
Serbian TSO. Establishing a new communication link which is a lengthy and complicated procedure.  

KONČAR can establish a communication link to HOPS, the Croatian TSO, though. The data required from 
Bajina Bašta for the STO-CC are actually visible to HOPS, too. KONČAR will thus resort to relaying the data 
through HOPS as well. Though HOPS has not been included in original WP6 however their team has been 
quite helpful in establishing and maintaining the communication channel.  

The development communication scheme is depicted in the figure below:  

 

 
Figure 11: RŜƭŀȅƛƴƎ ƻŦ Řŀǘŀ ŦǊƻƳ ŀƴŘ ǘƻ .ŀƧƛƴŀ .ŀǑǘŀ Ǿƛŀ ¢{hǎ ƛƴ /Ǌƻŀǘƛŀ ŀƴŘ {ŜǊōƛŀ ǳǎƛƴƎ ¢!{9Φн όL//tύ ǇǊƻǘƻŎƻƭ 

 

3.1.1 TASE.2 Gateway  

The TASE.2 Gateway utilizes KONČAR’s own implementation of TASE.2 protocol and maps the data received 
from Bajina Bašta to messages passed on to STO-CC. It can also operate in mockup mode, as described below. 

3.1.2 Mockup adapter  

Besides providing the direct communication with Bajina Bašta relayed through EMS and HOPS, the Bajina 
Bašta HPP gateway includes additional mockup function. The mockup ensures all the required data and 
commands correctly pass from and to Bajina Bašta to and from the STO-CC.  

The mockup adapter is a kind of “fake HPP” so that it “responds” to commands from STO-CC and sends the 
appropriate measurements back – during that time, the KONČAR communication adapter does not have to 
communicate with actual Bajina Bašta at all.  

This will only be used in the development phase, and the sole purpose of this mockup is to test the rest of 
STO-CC modules. 

3.1.3 aŀƴǳŀƭ ŜƴǘǊȅ ŦƻǊ ǎǘƻǊŀƎŜ ƭŜǾŜƭ ƛƴ .ŀƧƛƴŀ .ŀǑǘŀ 

While the Bajina Bašta actual operating point is not problematic as it is already available in the TSO 
transparency platform and thus exchanged via ICCP protocol, the actual current storage level of Bajina Bašta 
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represents confidential and sensitive information that other market players could exploit and cause 
unwanted effects to EPS and EMS with potentially large financial consequences. For instance, a market player 
knowing the level of storage in Bajina Bašta is low might increase the price of providing ancillary services to 
EMS. For this reason, the storage level will not be relayed through ICCP during the development phase. 
Instead, a manual entry value, either generated by the mockup or at Bajina Bašta HPP will be used. This 
actually has other favourable effects as it enables testing the STO-CC algorithms in a much wider range of 
storage level values and operational points than the ones that will happen in operational practice. 

3.2 Optimization module implementation  

The model will be developed in Matlab [6] and DigSilent [7] environment considering data provided by the 
relevant end-users described in Section 2.3. The implementation of the models (i.e. simulations) will be 
conducted in UNIMAN facilities. The produced outputs from STO-CC will be shared with the end-user so that 
the results can be validated. 

Then, STO-CC will be also validated through field experiments. The aim is to verify the deployed model and 
algorithm for scaling up simulations for large-scale demonstration. The principal purpose of the experiments 
is to enhance the existing mechanisms and practices of using and coordinating the available storage units 
and provide new insights on the contribution of these units to the stability of the grid at a national and 
regional level. 
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3.3 User interface implementation 

In the following diagram, the different technologies used in the implementation of the internal architecture 
and the user interface of STO-CC are represented: 

 

 
Figure 12: Implementation details of STO-CC GUI 

 

As previously explained, all information coming from assets and systems in the field is integrated by 
dedicated gateways—implemented by KONČAR and VARTA—that periodically access their data and send 
them using MQTT to a RabbitMQ [8] broker in the STO-CC server.  

This information is stored both in the short term repository (MongoDB [9]) for real-time evaluation and 
representation and in the long term data base (InfluxDB [10], with integration via Telegraf [11]) for future 
access and analysis. 

Additionally, this information is forwarded to a dedicated module (developed in Scala [12] and using Akka 
[13] streams) that transforms it into CSV format and uploads it to an FTP server for UNIMAN to use it as an 
input of their optimization algorithms. The results generated by these modules are uploaded to the FTP, 
transformed by the Scala module, and sent to the RabbitMQ broker for subsequent consumption and 
storage. This implementation might change in the future.  
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The user interface is developed using Meteor [14] (a framework over Node.js [15]), which uses the 
Distributed Data Protocol (DDP) [16] and a publish-subscribe pattern to keep the client (web browser) always 
updated with the last changes in the data base. Different libraries and frameworks (such as Semantic UI [17] 
and Highcharts [18]) are used for graphical representation of the system status and configuration, in order 
to provide the system administrator with the most recent updates in a friendly and enriched way. 

All these modules are deployed and run as Docker [19] containers for easier and cleaner management and 
maintenance of the system. 

4 Summary 

This demonstrator delivers the current, considerably early, state of development of STO-CC. The deliverable 
describes the STO-CC architecture, clearing the roles and responsibilities of each STO-CC component. A 
specific attention is paid to interfaces, both internal among the STO-CC components as well as the external 
ones where STO-CC interfaces with the external world and assets. 

Along with the architectural definition and clarifications, this deliverable also presents the current state of 
the modules development. It includes several measures taken to ensure the product can be developed in a 
distributed fashion, as several partners are responsible for several different modules. These measures were 
necessary to ensure the development version corresponds well to the STO-CC that will be deployed when 
time comes for integration.  
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